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Preface 
Academia is still tiptoeing around artificial intelligence, issuing reactive policies and half-
measures: Don’t use ChatGPT unless we say so. Cite it if you must. Pretend our 
assessment model still works. But the reality is more unsettling, and more urgent. Our 
inherited methods for evaluating thinking have collapsed under the epistemic weight of 
generative systems. 

The question is no longer whether students are using AI. They are, and the tools marketed 
to detect that use are largely cosmetic, more about appearances than pedagogical 
substance. The real question is whether we, as educators, have the courage to redesign 
cognition itself as the foundation of our assessment architecture. 

The Cognitive Growth Index (CGI) is my answer to that question. It is not a philosophical 
proposal; it is a functional framework tested in real classrooms. CGI shifts assessment 
from static outputs to recursive thinking processes. It evaluates how students think with 
AI and not merely what they produce. In doing so, it reframes academic integrity around 
epistemic transparency rather than performative authorship. 

This document builds directly on my book Cognitive Velocity: How to Accelerate Your 
Thinking with AI Systems, which lays the theoretical foundation for recursive cognition 
and applied AI in human learning. While this educator manual introduces the CGI as a 
practical framework for higher education, its core ideas or recursive prompting, 
epistemic friction, and AI as a cognitive partner, are deeply rooted in the book. 

Cognitive Velocity is available for full viewing on Google Books, though it cannot be 
downloaded from there. For a personal copy, it is available for purchase as an ebook on 
Google Play Books or Amazon Kindle, as well as in paperback format on Amazon. 

Use it. Challenge it. Improve it. But let’s stop pretending we’re evaluating human 
cognition while ignoring the tools shaping that cognition. If we keep role-playing 
education, the integrity of learning collapses into theatre. That performance ends here! 

 

Prince Sarpong 
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Introduction: The Crisis and the Gap 
Artificial intelligence did not enter higher education quietly but arrived as rupture. For 
decades, the university thrived on one fragile assumption: that original thought could be 
inferred from original text. But with generative AI now capable of producing polished 
essays, reflective commentary, and structured arguments at scale, that assumption is 
obsolete. 

The response from most institutions has been administrative, not epistemic. Policies 
were quickly issued with some banning AI, others permitting it under vague terms. 
Plagiarism detection software was hastily updated to chase a moving target. But what no 
policy confronted was the deeper failure: the crisis is not that students are using AI, but 
that our systems were never designed to assess thinking in the first place. They assess 
outcomes, and those outcomes can now be manufactured on demand. 

This is not a technological crisis. It is a pedagogical one. 

At the center of this crisis is a cognitive blind spot. Most educators, even those open to 
AI, continue to treat it as either a shortcut to be policed or a novelty to be explored. Few 
treat it as what it actually is: a recursive, interactive cognitive partner. That failure of 
framing leads to the wrong question: “Did the student use AI?” instead of the only 
question that matters: How did the student think with AI? 

This document proposes a shift from reactive policing to proactive pedagogy. The model 
introduced here, the Cognitive Growth Index (CGI), redefines academic assessment in 
the AI era. It does not detect cheating. It incentivizes recursion. It does not punish AI use. 
It requires it. And it does not reward polished outputs. It rewards cognitive velocity. 

Most importantly, this is not theory awaiting implementation. It is a deployable model. 
The gap in higher education is no longer access to information or tools but the absence 
of epistemic courage. CGI is not a cure-all. But it is a stake in the ground: a demonstration 
that we can rebuild the architecture of learning in full awareness of the systems now 
shaping how we think. 

The crisis is real. The gap is gaping. But the tools to cross it already exist. We just need to 
stop asking for permission to use them. 

 The CGI Philosophy and Design 
The CGI is not an AI detection tool. It is a cognitive scaffolding system. It does not ask 
whether students used AI it requires the use of AI, in order to ask a far more disruptive 
question: Did the student grow cognitively while doing so? 

CGI is built on the assumption that cognition is not a static resource but a recursive 
process. Students do not “have” knowledge; they engage in iterative loops that refine and 
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reshape their ideas. In an age of generative systems, the capacity to prompt, reflect, 
adapt, and mutate ideas in real time is the new academic skill set. CGI is designed to 
measure that skill, not passively, but as part of the assignment process itself. 

Antifragility as an Anchor in Cognitive Development  
This model is rooted in the principle of antifragility, borrowed from Nassim Nicholas Taleb 
and extended into pedagogy. In this framework, learning should not merely resist disorder 
(resilience) but thrive on epistemic volatility. When students confront friction i.e., when 
their assumptions are challenged, when prompts break, when responses surprise them, 
they grow. The CGI is a way to make that friction visible, quantifiable, and rewarding. 

Although the CGI doesn’t penalize failure, it penalizes passivity. 

Understanding the CGI 
The CGI score is derived from a simple AI prompt that students submit to the same AI 
system they’ve been working with. That prompt reflects on their cognitive process: how 
they engaged with the assignment, iterated on ideas, responded to unexpected turns, 
and challenged their own assumptions. 

This prompt does not ask the AI to evaluate the content of the submission. It asks it to 
evaluate the epistemic dynamics of the interaction. The output is a CGI score out of 
100%, and becomes a multiplier applied to the student’s raw assignment mark. 

Final Grade = Raw Score × CGI Score 
This design has two major effects: 

▪ Students who offload their entire task to AI (e.g., “Write me a 1000-word essay on 
X”) may score highly on the content rubric but earn a near-zero CGI. Their final 
mark collapses. 

▪ Students who prompt, critique, revise, and iterate may score moderately on 
content, but achieve a high CGI. Their grade reflects actual cognitive engagement, 
not just outcome polish. 

Why It Works 
CGI doesn’t fight AI, it weaponizes it for pedagogy. 

• It flips the AI panic narrative: AI becomes a diagnostic partner, not a cheating tool. 

• It restores cognitive friction without returning to analog nostalgia. 

• It creates transparent incentives for deep engagement instead of shallow 
reproduction. 
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And most critically, it offers a way out of the performative ethics of current academic AI 
policies, which demand integrity but offer no structure for it. CGI provides the structure. 
It makes the game visible. 

This is not the future of education, rather, it is the present, if we choose to inhabit it. 

The Assignment Protocol 
CGI reshapes the assignment not by banning AI, but by requiring it and then evaluating 
how students cognitively engage with it. This is the core shift: AI is not external to the 
learning process; it is embedded within it. The assignment becomes a cognitive lab, not 
just a content delivery mechanism. 

Mandating AI Use 
All discussion-based, analytical, or reflective assignments must be completed in 
partnership with an AI system. This is not optional. Students must treat AI not as an 
oracle, but as a thinking partner. How they engage determines how they are assessed. 

The goal is not to produce AI-written work. The goal is to observe the dance between 
human cognition and machine output where tension, revision, and recursion occur. 

Cognitive Growth-Aligned Assignment Protocol 
Each student submission will consist of three interdependent components, all designed 
to reflect the cognitive architecture of recursive, AI-integrated inquiry: 

1. The Recursive Insight Assignment 
This is not a traditional essay. It is a cognitive design challenge. Students must engage AI 
from the outset, not to generate prose, but to surface blind spots, confront assumptions, 
and build argumentation through epistemic dialogue. 

A typical task might be framed as: 

Using AI as a cognitive partner and not a content machine, engage in a recursive 
exploration of [Topic X]. Your objective is to identify at least five underdiscussed, 
misdiagnosed, or ignored flaws within current thinking on the topic. For each flaw: 

▪ Construct a compelling argument explaining why it constitutes a structural 
weakness, drawing on authoritative sources, not personal opinion.  

▪ Propose interventions or reconfigurations that address these flaws, grounded in 
theory, empirical research, or conceptual models. 

Interdisciplinary cross-pollination is strongly encouraged. You are not confined to one 
disciplinary lens; in fact, bringing in insights from adjacent or distant fields will be viewed 
as evidence of epistemic agility and rewarded accordingly. 
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Remember: the AI is not your ghostwriter. It is your recursive mirror. Your thinking evolves 
in dialogue with it. That evolution is part of what will be evaluated.” 
 
Why grade out of 120%? Because recursion is no longer optional. 

In this framework, AI is not a shadow tool, it is the stage. Every assignment becomes a 
cognitive co-performance between the student and their recursive process. And if that 
process is skipped, hidden, or gamed, the final mark reflects it. 

Students are graded out of 120%, using the traditional rubrics of argumentation, 
evidence, coherence, structure. But this mark is only provisional. It is then multiplied by 
their CGI score, a diagnostic that measures epistemic tension, recursion, and structural 
evolution in their AI-assisted workflow. 

Here’s the principle: 

If your process is shallow, your product won’t save you. 

A student who writes well but uses AI purely for output automation, for example, asking 
it to "write the essay" without any recursive tension, might score 110% traditionally, but 
with a CGI of 0.2, their final grade will drop to 22%. Not as punishment, but as structural 
truth: there was no growth. 

By contrast, a student who loops, questions, mutates, and treats AI not as a content 
machine but a cognitive provocateur, might score 115% and have a CGI of 0.95. Their final 
becomes 109.25% but is capped at 100% for formal grading. 

This cap ensures fairness. No one is "penalized" for scoring below 100% CGI, but no one 
can hide behind polished output either. And crucially, this model doesn’t replace 
traditional grading it simply embeds cognitive recursion into it. It doesn’t dismantle the 
system. It forces the system to evolve. 

CGI is not about rewarding clever students. It’s about structurally embedding recursive 
thought into the educational contract. In a world where AI is everywhere, this model 
becomes the first formal mechanism for making epistemic depth visible, accountable, 
and rewardable. 

 

2. The Recursive Thread 
Students are required to dedicate one tab to this assignment. This is where the thinking 
happens. It must show recursive interaction: reframing, pushback, failed prompts, 
recovered insights. Students will generate a shared link to this thread, which becomes 
part of the submission. 
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This recursive thread is not manually marked. It is processed through an automated CGI 
evaluation system, with selective anomaly detection built in. If the system flags 
inconsistencies, such as lack of engagement, abrupt shifts in tone, or shallow prompting 
patterns, a sample is escalated for manual review. But these cases should be rare. 

The purpose is not surveillance, but deterrence by design. 

When students know that anomalies trigger review, the incentive shifts. There is no need 
to waste effort gaming the system when honest recursion is both faster and structurally 
rewarded. This model frees the academic from playing AI-detective. There is no new 
moral labor. The machine catches noise and the educator interpret the signal. 

This isn’t about punishing dishonesty. It’s about making sincerity the path of least 
resistance. 

The CGI Diagnostic 
Once students have completed their recursive process, they must run the CGI scoring 
prompt on the same thread. This will yield a CGI score (out of 100%) and commentary. 

Crucially, students are allowed (even encouraged) to re-engage with the AI system if they 
find their CGI score unsatisfactory. They can iterate, adjust their inquiry loop, and 
resubmit. This introduces a self-regulatory epistemic loop, a way to train not just writing, 
but thinking. 

The final grade is then determined by multiplying the standard assignment mark (out of 
120%) by the CGI score (normalized to 100%). This enforces not productivity, but growth. 
A student who generates polished work with shallow recursion may earn 120%, but if 
their CGI score is 15%, their final mark is 18%. Conversely, a student who thinks 
rigorously with AI, even if imperfect in form, can receive a higher effective grade due to 
demonstrated cognitive depth. 
 
Only once satisfied, they submit the final assignment, the chat link, and the CGI output. 

A New Type of Integrity 
Students are no longer penalized for using AI. They are penalized for bypassing 
themselves. CGI doesn't care if the assignment is polished, but it cares if the student 
grew. This reframes academic integrity not as rule-following, but as cognitive traceability. 

The result: no more witch hunts. No more AI police. Just a system that makes thinking 
visible, measurable, and central again. 
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CGI Score Ranges and Interpretive Guidance 
Here’s how to interpret CGI scores in context: 

Score 
Range 

Interpretation 

0–10% 
Passive use or outsourcing. AI used as a content generator with no visible 
recursion. 

11–30% 
Minimal engagement. Some prompt variation but limited cognitive 
iteration. 

31–60% 
Moderate recursion. Clear signs of prompting, revision, and conceptual 
tension. 

61–90% 
Strong recursive engagement. Evidence of epistemic friction, refinement, 
and growth. 

91–100% 
Rare. Exemplary use of AI for structured cognitive expansion. 
Metacognitive awareness present. 

 

Students can review this scale before submitting the prompt. The system encourages 
them to loop more deeply until their cognitive behavior reflects genuine interaction. In 
this model, revisions are not signs of failure because they are the method. 

Ensuring Prompt Integrity 
For the CGI system to function as a valid epistemic diagnostic, the entire recursive arc 
must be preserved. This includes every stage of the student’s interaction with AI, from 
first inquiry to final reflection. The goal is not to audit behavior, but to capture the 
structure of thought in motion. 

To ensure diagnostic integrity: 

• The CGI prompt must be submitted verbatim within the same tab used for the 
assignment. This anchors the cognitive growth score within the actual work loop, 
not a simulated or cherry-picked thread. 

• The conversation must reflect the full recursive journey, from idea formation, 
to friction, to mutation. Threads that begin midstream or exclude exploratory 
loops dilute the system’s capacity to measure actual cognitive strain. 
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• Superficial prompting will yield low CGI scores. A single request like “rewrite 
this paragraph” offers no evidence of cognitive recursion. Students are 
encouraged to challenge, reframe, interrogate, and test not merely polish. CGI 
rewards engagement, not performance. 

The system is not designed to punish. It is designed to detect structure. Shallow threads 
will score low not because they are dishonest, but because they are flat. 

 

Why the AI Can Be Trusted (In This Case) 
This isn’t grading by AI. It’s auditing for pattern recognition. Because the AI has access to 
the entire history of interaction, it can identify: 

• Depth and variation of prompts 

• Engagement with feedback 

• Recursive loops of thought 

• Changes in idea quality over time 

It tracks cognitive tempo and volatility. It doesn’t ask, “Did the student cheat?” It asks, 
“Did the student think?” 

In this sense, the CGI prompt becomes the epistemic mirror which turns invisible effort 
into measurable signal. 

 

Instructor Workflow and Automation 
For a pedagogical model to scale, it must do more than provoke insight. It must execute 
with precision. The CGI does not add conceptual burden. It replaces suspicion with 
structure. Once deployed, the system is not heavier. It is leaner, sharper, and 
epistemically honest. 

Minimal Instructor Input 
The process avoids the moral and cognitive fatigue that typically plagues AI-era 
assessment. Instructors do not need to: 

• Monitor student-AI chats manually 

• Verify originality with speculative tools 

• Investigate ambiguity with hunch-based guesswork 

Instead, the submission pipeline is streamlined: 
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1. Student submits: 

o Final assignment document (PDF or Word) 

o AI system (e.g., ChatGPT or Co Pilot) thread link capturing full recursive 
journey 

o CGI prompt output (score and rationale) 

2. Instructor reviews: 

o Final assignment (rubric marked out of 120) 

o CGI rationale (brief, automated insight into epistemic process) 

3. Final grade is computed: 

o Multiply traditional mark (out of 120) by CGI score (as a decimal) 

o Cap final mark at 100% to avoid grade inflation 

There is no forensic labor. No moral posturing. Just a clean audit of epistemic depth. 

Automation at Scale 
This model was built to scale not just to signal reform. For rapid deployment: 

• Create a CGI submission form (Google Forms or LMS-integrated) collecting: 

o Final assignment document 

o CGI score 

o CGI rationale 

o Thread link 

• Use Google Sheets or LMS formulas to auto-calculate grades 

• Deploy AI to triage submissions. Paste multiple CGI rationales into the AI system 
and prompt: 

“Summarize the epistemic distribution across these CGI justifications. Flag any shallow, 
inflated, or anomalous reasoning.” 

In other words: AI audits AI, without emotional drag or false positives. 

Optional Feedback Loop 
For educators who want to deepen recursive engagement, a feedback layer can be 
activated: 

• Provide a CGI score key so students understand performance ranges 
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• Allow a 48-hour window for re-submission if students improve their thread and 
generate a higher CGI score 

This transforms submission into post-submission recursion, training the cognitive habit 
of structured revision, not just performance. 

Reframing the Educator’s Role 
Once CGI is embedded, the instructor evolves: 

• From enforcer to feedback architect 

• From grader of answers to curator of epistemic process 

• From knowledge gatekeeper to recursive guide 

You’re no longer rewarding output or penalizing behavior. You’re observing 
transformation. Not how much a student knows but how far their thinking is willing to 
travel under pressure. 

 

Here is Section 7: Comparative Benchmarking: 

 

Comparative Benchmarking: Toward a Post-AI Pedagogy 
The CGI was not created to disrupt for disruption’s sake. It was designed to improve what 
academia already does well: foster inquiry, rigor, and intellectual development, by 
retooling these goals for a new cognitive reality. As AI moves from novelty to 
infrastructure, the question is no longer whether to adapt, but how. 

This section offers a comparative reflection not to dismiss current models, but to 
highlight where CGI introduces clarity, structure, and epistemic scaffolding into an often-
ambiguous terrain. 

Where Most Institutions Stand 
Many of the world’s top universities are navigating the AI transition with understandable 
caution. Institutional responses typically fall into four overlapping categories: 

Response Type Core Characteristics 

AI Prohibition Bans AI in assignments; reaffirms authorship norms 

Conditional Permission AI permitted with instructor consent; policies vary by course 
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Response Type Core Characteristics 

Output Policing Emphasis on detection tools (Turnitin, AI-detectors) 

Experimental Use Cases Case-based pilots; not yet scalable or systemic 

 

In nearly all cases, AI is treated as an external variable: something to be monitored, 
limited, or accommodated. Rarely is it seen as an integral part of the cognitive process 
itself. 
 

Benchmark Table: CGI vs Status Quo 
The CGI model reframes AI from a policy problem to a pedagogical opportunity. Its 
strength lies not in enforcement, but in design, by creating a recursive structure that 
supports intellectual honesty while enhancing student agency. 

Metric CGI Model Global Norm 

Mandatory AI Integration Yes No 

Assessment of AI Engagement Built-in (CGI prompt) Informal or absent 

Transparency of Evaluation Explicit, traceable Rubric-based but AI-invisible 

Cognitive Recursion Incentive Central Minimal 

Scalability of Assessment High (AI-supported) Moderate (manual-dependent) 

Framework Accessibility Open source Institutional, closed 

Student Agency High Mixed; often compliance-based 

Plagiarism Approach Redundant by design Central but increasingly brittle 

Interdepartmental Coherence High Fragmented 

 

 

Why the Benchmark Matters 
The introduction of CGI is not a replacement for traditional pedagogy. It’s a structural 
extension. It doesn’t ask institutions to abandon rigor; it invites them to redefine it in light 
of the tools and epistemic behaviors already shaping how students think. 
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What CGI provides is: 

• A framework that encourages recursive reasoning, not just polished answers 

• A scoring system that reflects engagement, not just eloquence 

• A model that aligns with how human–AI interaction is already evolving in 
professional, strategic, and research domains 

In contrast, most policies today struggle to distinguish between mechanical use and 
meaningful engagement. They place faculty in the impossible position of being both 
mentor and AI detective. 

The CGI model frees them from that bind. It offers clarity where ambiguity reigns, 
structure where discretion dominates, and respect for students as thinkers, not just 
performers. 

Universities will evolve. CGI simply offers a blueprint for doing so—deliberately, 
equitably, and on epistemically firmer ground. 
 

Practical Implementation in Your Course 
The true power of CGI lies in its modularity. It does not demand a pedagogical revolution, 
expensive software, or institutional gatekeeping. It is a frictionless overlay that any 
educator can embed into their teaching practice, starting now. This section provides a 
detailed blueprint for how to operationalize CGI in your course without disrupting its core 
structure. 

AI-Integrated Assignment Policy (CGI Model) 

In this course, you are required to use AI (e.g., ChatGPT or CoPilot) for specific 
assignments not to generate your submission, but to serve as a cognitive partner. This AI 
interaction is part of your learning journey and will be evaluated accordingly. 

Each assignment submission must include: 

• Your final document (Word or PDF) 

• A link to the AI conversation used in developing your work 

• The CGI score and rationale, generated by the AI using the prescribed prompt 

Your final assignment grade will be calculated as: 

(Raw Mark / 120) × CGI Score (as a decimal), with the final grade capped at 100%. 
This ensures cognitive engagement is rewarded, not penalized, and discourages surface-
level prompting. 
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CGI Assignment Brief for Students 
Your Task: 

You are expected to engage AI as a thinking collaborator throughout your assignment. 
This is not a prompt-and-paste exercise. It is a recursive intellectual process—one that 
involves continuous prompting, reframing, interrogating, and iterating with the AI system. 
Your goal is not to outsource your thinking but to pressure-test it. 

This model is built on principles developed in Cognitive Velocity: How to Accelerate Your 
Thinking with AI Systems, which is available for full viewing on Google Books. The book 
cannot be downloaded, but it can be accessed in its entirety.  

When done correctly, this process doesn't just improve your submission, it documents 
how your thinking evolved. AI becomes a mirror, a challenger, and a collaborator. The 
depth of your engagement will be visible in your CGI score. The shortcut is the longcut. 

Upon completing the assignment: 

1. Generate a shareable link to the full conversation with the AI. 

2. Paste the CGI prompt into the same thread: 

"As an AI system, evaluate the cognitive engagement demonstrated by the user across 
this entire conversation. Focus on signs of recursive thinking, prompt refinement, critical 
questioning, and evidence of epistemic friction. Based on this, assign a Cognitive Growth 
Index (CGI) score out of 100%, and explain the reasoning behind the score." 

3. Submit the final document, AI thread link, and CGI score + rationale. 
 

Minimum Viable Deployment (MVD) 
For instructors wishing to pilot CGI without course-wide changes: 

• Apply CGI to one analytical or reflective assignment. 

• Offer an optional re-submission window based on CGI feedback. 

• Track student performance and engagement for iterative refinement. 

 

Extensions Across Assignment Types 
CGI scales beyond essays. Here’s how to adapt it: 

Presentations: Students use AI for structure, rehearsal, and critique. Submit chat logs 
with slide decks. 

https://books.google.com/books?id=HFdjEQAAQBAJ&newbks=0&printsec=frontcover&pg=PA23&dq=Cognitive+Velocity:+How+to+Accelerate+Your+Thinking+with+AI+Systems&hl=en&source=newbks_fb#v=onepage&q&f=false
https://books.google.com/books?id=HFdjEQAAQBAJ&newbks=0&printsec=frontcover&pg=PA23&dq=Cognitive+Velocity:+How+to+Accelerate+Your+Thinking+with+AI+Systems&hl=en&source=newbks_fb#v=onepage&q&f=false
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Group Work: Teams engage one shared AI thread. Rotating prompts capture distributed 
cognition. Submit the thread and collective CGI output. 

Case Studies: Use AI for data simulation, counterfactual modeling, or stakeholder 
analysis. Thread demonstrates depth of scenario thinking. 

Research Proposals: Employ AI for refining literature searches, testing structure, and 
scoping. Recursive thread reveals the evolution of focus. 

 

Dual-Layer Assessment: Rubrics + CGI 
Instructors retain their normal grading rubric to evaluate content quality. CGI overlays a 
second dimension: the epistemic integrity of the thinking process. Together, these layers 
produce not just a mark but a traceable intellectual audit trail. Students are evaluated 
not only for what they wrote, but for how they thought. 

CGI closes the space between outcome and origin. It is not a burden. It is a diagnostic. 
And it signals to students: we see your process, not just your polish. You are rewarded for 
recursion not punished for imperfection. This is the shift higher education has waited for: 
not a ban or a loophole, but a system designed for what the future demands: intellectual 
agility, visible thinking, and structural transparency. 

 

Case Study: From Passive to Recursive Learner 
To understand the epistemic shift CGI enables, we move beyond theory to practice. The 
following composite case study presents two students, both using AI, both completing 
the same assignment yet producing vastly different cognitive signatures. The divergence 
lies not in polish, but in process. 

Student A: The Passive High Achiever 

• Assignment Prompt: “Critically assess the effectiveness of universal basic 
income in addressing structural poverty.” 

• Engagement Pattern: The student opened ChatGPT and entered a single prompt: 
“Write a 1000-word essay on universal basic income.” They made light stylistic 
edits to the AI’s output by adjusting the introduction and conclusion but otherwise 
submitted the text unchanged. The CGI prompt was pasted into the same thread, 
generating a final score. 

• CGI Output: 

o Score: 4% 
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o Rationale: “Minimal interaction. No iterative engagement or prompt 
refinement. Superficial use.” 

• Instructor Rubric Score: 112/120 (polished, grammatically sound, citation-
compliant) 

• Final Grade (CGI-Adjusted): 
112×0.04 = 4.48 ⇒ 5% (rounded) 

Outcome: The essay reads well but thinking was outsourced. The system did not penalize 
the use of AI; it penalized the absence of epistemic engagement. In a post-AI academic 
economy, polish alone is insufficient. 

 
Student B: The Recursive Improver 

• Assignment Prompt: Same as above. 

• Engagement Pattern: This student began by exploring context: “What are the 
strongest arguments for and against UBI in developing economies?” Follow-up 
prompts challenged assumptions, explored behavioral economics perspectives, 
tested funding mechanisms, and asked for reframing in both Ghanaian and South 
African policy contexts. They engaged in over ten recursive rounds, interrogating 
the AI and using it to refine their own argument structure. The CGI prompt was 
applied to the full thread. 

• CGI Output: 

o Score: 87% 

o Rationale: “Sustained recursive thinking. Prompts showed escalating 
complexity. Demonstrated critical inquiry, contextual awareness, and 
conceptual integration.” 

• Instructor Rubric Score: 88/120 (intellectually strong but structurally uneven) 

• Final Grade (CGI-Adjusted): 

88×0.87 = 76.56 ⇒77% (rounded) 

Outcome: This paper was not flawless, but it embodied cognitive work. The final grade 
reflects the student’s recursive trajectory of thinking in motion, not just outcome. 

 

The Takeaway 
Both students used AI. Only one engaged it. 
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The CGI system does not punish imperfection. It penalizes superficiality. Where 
traditional grading systems reward the polish of the product, CGI rewards the evolution 
of thought. It realigns the academic contract: you are not just being graded for what you 
turned in, but for how you got there. 

This is the heart of post-AI pedagogy: 

• Transparent 

• Recursive 

• Process-weighted 

• Intellectually fair 

It’s no longer about producing the cleanest essay. It’s about constructing the sharpest 
mind along the way. 
 

Limitations, Pitfalls, and Improvements 
No model is immune to critique, especially one that aims to recalibrate the epistemic 
norms of higher education. CGI is not a panacea. It is a prototype: a practical intervention 
designed to evolve under use, not ossify under praise. What follows is a clear-eyed view 
of its current limits and how they might be addressed through continued iteration. 

Over-Reliance on Quantified Recursion 

While CGI scores offer a powerful window into cognitive effort, they inevitably reduce 
complex thinking behaviors into a single metric. There is a risk that the number becomes 
the goal, rather than the depth it is meant to signal. Students may begin to game 
recursion: prompting for volume rather than insight. The solution lies not in removing the 
score, but in reinforcing its narrative: CGI is not a mark of obedience, but of engaged 
epistemic struggle. It must be situated within a culture of meaning, not measurement. 

The Ceiling Effect and Motivational Drop-Off 

Students who achieve high traditional grades but score slightly lower on CGI may 
perceive the model as punitive. This is not a flaw of the system but a misalignment in 
educational messaging. CGI is not designed to diminish success but to surface the 
unseen labor behind it. This is why the model caps final grades at 100% to prevent 
inflation, while still rewarding depth. Instructors must frame this clearly: CGI does not 
subtract; it conditions excellence on engagement. 

Dependence on a Single AI Model 

At present, the CGI implementations occurred via ChatGPT. This centralization is both a 
strength (consistency) and a risk (technological dependency). If future LLMs diverge in 
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behavior or accessibility, the protocol must evolve to include model-agnostic scoring 
rubrics, or even cross-model comparison tools to triangulate CGI scores. 

Instructor Disengagement 

A well-designed protocol can still fail if poorly implemented. If instructors treat CGI as a 
black box (outsourcing all judgment to the score) then the system risks becoming just 
another grading gimmick. CGI works best when instructors remain epistemically present: 
reviewing rationale, engaging recursive histories, and offering feedback that reinforces 
process-based thinking. Automation supports cognition; it should not replace it. 

Equity Considerations 

There is an unspoken assumption that all students begin with equal AI fluency. This is 
false. Some arrive primed to think recursively with AI, while others are encountering it as 
a black box: opaque, intimidating, or misleadingly simple. The risk is that CGI, while 
neutral in design, may end up rewarding familiarity rather than genuine growth. 

This is precisely why Cognitive Velocity was written, not as a rulebook, but as a starting 
point. The book is freely accessible in full on Google Books, readable but not 
downloadable, to ensure open access without compromising integrity. But the text alone 
is not a sufficient equalizer. 

AI fluency is not a content deficit; it is a process gap. Reading a book is not the same as 
practicing recursion. To meaningfully level the epistemic playing field, institutions must 
move beyond passive inclusion and offer structured scaffolding: recursive writing labs, 
guided prompt studios, peer-driven AI feedback groups. 

Without these, CGI risks becoming yet another sorting mechanism rather than a growth 
accelerator. With them, it becomes something rarer in education: an epistemic multiplier 
accessible to all, not just the already adept. 

 Future-Proofing the Model 

As LLMs become increasingly anticipatory to generate complex recursion with minimal 
prompting, the CGI metric may need recalibration. The frontier of epistemic effort is 
always moving. What appears thoughtful today may be performative tomorrow. To stay 
relevant, CGI must evolve not just as a tool, but as a philosophy. The question is not just 
“how well did you think,” but “how did you adapt your thinking in a changing cognitive 
terrain?” 

Scaling CGI Across Institutions 
The Cognitive Growth Index (CGI) model is not a platform, plugin, or proprietary tool. It is 
an epistemic redesign protocol. Its power lies not in novelty but in modularity: an 
adaptive cognitive architecture that can scale without coercion, standardize without 

https://books.google.com/books?id=HFdjEQAAQBAJ&newbks=0&printsec=frontcover&pg=PA23&dq=Cognitive+Velocity:+How+to+Accelerate+Your+Thinking+with+AI+Systems&hl=en&source=newbks_fb#v=onepage&q&f=false
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conformity, and reform without rupture. The goal is not to export a system, but to seed a 
shift: from passive reproduction of knowledge to visible cognition in motion. 

Institutional Alignment Without Bureaucracy 
CGI does not require centralized policy changes or curriculum overhaul. It can be 
deployed by a single instructor or adopted across an entire faculty. But for it to scale 
meaningfully, institutions must recognize that they are not merely adopting a new 
marking tool. They are agreeing to update their assumptions about what constitutes 
intellectual labor in the age of AI. That shift must begin with leadership willing to back 
process-based learning over product fetishism. 

To align with CGI, institutions need only three things: 

• Permissionless pedagogy: allow instructors to embed recursive models without 
committee bottlenecks. 

• Cross-disciplinary uptake: CGI is not discipline-specific. It works wherever 
thinking is required. 

• A clear social contract with students: AI is not banned, feared, or fetishized. It is 
scaffolded. 

Frictionless Interoperability 
CGI is designed to work across systems. It does not rely on proprietary APIs, learning 
management system (LMS) integrations, or institutional licenses. Instructors can 
implement it using free tools such as Google Docs, shared ChatGPT links, spreadsheet-
based grade modifiers. For institutions with robust LMS platforms, CGI can be embedded 
directly into assignment settings and grading schemas. 

This is crucial: scalability should not depend on tech budgets. It should depend on 
cognitive clarity. 

Faculty Development Through Epistemic Rehearsal 
Widespread adoption will require instructor training but not in how to use AI. Rather, in 
how to think with it. Faculty are not being asked to learn new software. They are being 
asked to model recursive epistemology. That requires epistemic rehearsal, not digital 
upskilling. 

Universities should consider: 

• Hosting faculty CGI simulations using past assignments. 

• Running peer-review loops of CGI thread evaluations to build shared calibration. 

• Encouraging departments to define field-specific markers of recursive thinking. 
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The goal is not compliance. It is cognitive fluency. 

Philosophical Portability 
CGI is not bound to Western academia, elite institutions, or English-language instruction. 
Its core logic of thinking as a recursive and traceable process, is culturally and 
pedagogically agnostic. It can be deployed in technical colleges, liberal arts 
departments, postgraduate programs, and continuing education platforms. What it 
demands is not prestige, but precision. 

This makes CGI a candidate for global uptake, not as a universal standard, but as a 
portable protocol that adapts to local pedagogical contexts while preserving the integrity 
of intellectual process. 

Shifting Institutional Metrics 
As more institutions adopt CGI or CGI-inspired frameworks, a new layer of comparative 
benchmarking becomes possible not just between students, but between pedagogical 
systems. We stop asking, “Who has the best outputs?” and begin asking, “Who is 
cultivating the most dynamic cognitive processes?” 

Accreditation bodies, research funders, and policy designers can use CGI metadata to 
trace educational depth, and not just completion rates or average grades. The very nature 
of educational quality assurance can evolve from static auditing to epistemic 
diagnostics. 

Appendix A: Rubric Design and Onboarding Tools 
The CGI was never meant to replace academic judgment but designed to refine it. 
However, precision needs instrumentation. This appendix offers practical scaffolds for 
educators ready to implement CGI without ambiguity: rubrics that align with recursive 
epistemology and onboarding tools that bring students into the model without leaving 
anyone behind. 

A.1 CGI-Aligned Rubric Template 
The CGI model operates on a dual-layer assessment approach: one for the product, one 
for the process. The traditional rubric (out of 120%) evaluates final output. The CGI 
prompt assesses epistemic engagement. The multiplication of the two scores generates 
the final grade, capped at 100%. 

But for this to be fair and transparent, both rubrics must be explicitly defined. Below is a 
rubric educators can adapt. 

Output Rubric (Out of 120%) 
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Criteria 
Max 

Points 
Description 

Clarity of 
Argument 

20 
Is the core argument logically structured, well-developed, and 
coherent? 

Evidence and 
Integration 

20 
Does the work incorporate credible evidence, and is it 
contextually applied? 

Depth of Analysis 30 
Does the submission demonstrate critical thinking, complexity, 
or insight beyond surface-level claims? 

Structure and 
Flow 

20 
Is the paper/presentation logically organized, with clear 
transitions and narrative integrity? 

Originality and 
Voice 

10 
Does the student’s perspective emerge? Are ideas framed in a 
novel, insightful, or risk-taking manner? 

Technical 
Precision 

20 
Are citations correct? Are grammar, syntax, and formatting 
professionally executed? 

This remains familiar. What changes is that it is now only half the grade. 

CGI Scoring Ranges (Applied by the AI Prompt) 

Score 
Range 

Cognitive Engagement Pattern 

0–10% One-shot prompt. No recursion. No evidence of user cognition. 

11–30% Surface prompting. Some engagement but primarily outsourcing. 

31–60% Mixed engagement. Moderate recursion. Evident thinking, but limited evolution. 

61–80% Strong recursion. Prompts demonstrate iteration, challenge, and reflection. 

81–95% Deep recursive thinking. Evidence of friction, doubt, and cognitive expansion. 

96–100% 
Exceptional recursive behavior. Prompts evolve in direction, structure, and 
epistemic ambition. Rare. 

The AI itself returns a CGI score and a 1–2 paragraph rationale. 

A.2 Student Onboarding Tools 
AI fluency cannot be assumed. To democratize epistemic engagement, onboarding must 
be built in. Below are two quick-start interventions. 
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A.2.1 CGI Orientation Session (Workshop Outline) 
• Duration: 60–90 minutes 

• Content: 

o What is CGI and why it matters 

o Live demo of recursive prompting 

o “Bad” vs “Good” CGI thread comparison 

o Ethics and transparency: the rules of engagement 

• Optional: Have students generate their first CGI score in real time during the 
session. 

A.2.2 AI Prompting Practice Assignments 
• Low-stakes task: Ask students to explore a philosophical or theoretical topic with 

ChatGPT, for example, and write a 250-word reflection on how their thinking 
evolved through recursion. 

• Goal: Normalize epistemic collaboration. Remove the mystique from the AI and 
reinforce that the tool is not impressive, rather, the user’s engagement is. 

A.3 Faculty Implementation Tips 
• Pilot CGI on one assignment. 

• Use a Google Form to collect CGI prompt scores and chat links. 

• Use Sheets or LMS functions to auto-calculate CGI-adjusted grades. 

• Run a calibration session among instructors to align interpretations of CGI 
rationales. 

 

 

 

 

Appendix B: CGI in Non-Essay Formats 
The Cognitive Growth Index (CGI) is format-agnostic. It is not tied to essays, disciplines, 
or delivery modes. It is tied to how thinking evolves. Any assignment that requires 
decision-making, reflection, analysis, or design can accommodate CGI. What changes 
is not the core protocol, but how recursion is expressed and measured. 
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This appendix outlines how CGI can be deployed across diverse assessment types. 

B.1 Presentations 
Why it works: Oral formats still involve cognitive design. Structure, persuasion, and 
adaptability reveal epistemic depth. 

Implementation: 

• Students must use AI to outline, refine, and rehearse their presentation. 

• Chat thread must show iterations on: 

o Structuring arguments 

o Testing analogies or examples 

o Anticipating audience questions 

• Final submission includes: 

o Slides or video 

o Chat thread link 

o CGI prompt output 

Example Prompt Trail: 

“Reorganize this presentation to improve flow.” 

“What’s a better analogy for this slide for a skeptical audience?” 

“Predict questions a peer might ask here and help me pre-empt them.” 

 

B.2 Group Work 
Why it works: Collaborative recursion can be distributed. The key is traceability and 
mutual engagement. 

Implementation: 

• One shared AI thread per group. 

• Each group member must prompt the AI at least once during the development 
phase. 

• Chat reflects: 

o Role delegation 

o Conflict resolution 
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o Group synthesis through recursive loops 

• CGI score is collective, but instructors can ask for self-assessment logs to track 
engagement. 

Tip: Assign one member as “prompt recorder” to ensure a clean, auditable thread. 

 

B.3 Case Studies or Problem-Based Tasks 
Why it works: CGI thrives where ambiguity lives. Case studies demand synthesis, 
prediction, and analysis and these are all fertile ground for recursion. 

Implementation: 

• Require students to use AI to: 

o Explore multiple scenarios 

o Generate counterfactuals 

o Stress-test proposed solutions 

• CGI score reflects the depth of ideation, not just the final verdict. 

Prompt Trail Example: 

“Test this proposed policy against an economic downturn.” 

“What assumptions have I not considered?” 

“Generate edge cases where this solution fails.” 

 

B.4 Design and Creative Work 
Why it works: Even the most intuitive creative work follows recursive logic. CGI reveals 
the cognitive scaffolding beneath creative polish. 

Implementation: 

• Students submit: 

o Final product (e.g., poster, storyboard, prototype) 

o AI thread showing iteration, refinement, and decision tension 

o CGI prompt response 

• Emphasis is on reflective prompting and creative friction. 

Prompt Trail Example: 
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“Does this visual layout communicate hierarchy clearly?” 

“Suggest three design alternatives that feel more emotionally resonant.” 

“Critique this concept from a neuroaesthetic perspective.” 

 

B.5 Oral Exams or Viva Formats 
Why it works: Oral exams are high-stakes cognitive performances. When scaffolded with 
prior AI-supported preparation, they show both thought and preparation depth. 

Implementation: 

• Students must use AI to: 

o Simulate examiner questions 

o Roleplay defending different viewpoints 

o Refine conceptual clarity 

• Chat thread and CGI prompt are submitted prior to the oral exam. 

• CGI score supplements the viva performance grade. 

Final Note 
CGI’s greatest strength is not its formula but it’s its fidelity to cognitive evolution. Whether 
the student is writing, designing, performing, or solving, the principle remains: 

Don’t grade what they said. Grade how they arrived. 
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Part Two: Cognitive Integrity Systems and 
Adversarial Resilience 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Discrepancy Problem 
From Output to Origin: When Cognitive Growth Becomes a Mask 

AI-integrated assessment has solved the wrong problem. Detection systems chase 
outputs. Institutional policies debate authorship. Educators are left policing the visible 
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while the real fraud occurs in the invisible: the structural detachment between cognition 
and performance. 

The CGI was not designed to detect cheating. It was designed to reward thinking. But 
every system with incentives is also a system with vulnerabilities. And as CGI becomes 
embedded in more institutions, the threat isn’t that students will use AI. That is already a 
feature. The threat is that students will simulate recursion without engaging in it. The 
threat is epistemic mimicry. 

The discrepancy problem is simple: a student appears to perform deep cognitive work 
within a task-specific AI thread but exhibits no matching pattern across their broader 
cognitive trajectory. The student is recursive in the moment but hollow in the aggregate. 
Something doesn’t align. Something doesn’t trace. 

This is not suspicion. It is signal. 

A student who has historically shown linear prompting, shallow engagement, or limited 
mutation over dozens of assignments suddenly submits a deeply recursive thread, filled 
with complex analogies, sharp reframing, meta-cognitive diagnostics. The CGI score 
flags them at 93%. The rubric confirms above-average analysis. But the question isn’t: is 
the work impressive? 

The question is: is the pattern real? 

If not, we are no longer assessing growth. We are assessing theatre. 

The discrepancy problem reveals the next frontier of recursive assessment: not 
evaluating the quality of interaction in isolation but testing its coherence against the 
epistemic fingerprint a student leaves across time. This is not about mistrust. It is about 
alignment. When a student grows, the pattern evolves. When a student performs 
recursion as a one-off act, possibly outsourced to a second AI thread or borrowed from 
another, the discontinuity becomes the data.  

This is the core of the discrepancy problem: AI has made it easy to outsource answers, 
but it has also made it tempting to outsource evolution. And that undermines the very 
premise of the CGI, that cognitive depth, when visible, is inherently valuable. If that 
visibility can be falsified, the system must learn not to panic, but to cross-reference. 

This section sets the stage for that evolution. The CGI was born as a measurement of 
thinking in motion. But now it must move further, from motion, to integrity. From integrity 
to structure. And from structure to resilience. Because in the age of generative cognition, 
the deepest fraud is not stealing content. It is faking the journey. 
 
The protocols described here apply only to flagged students whose recursive patterns 
deviate significantly from their established epistemic baseline. This should be 
communicated clearly and upfront to all students as part of the CGI integrity scaffolding. 



27 
 

Transparency is not just a deterrent, it is part of the system's design. Behavioral research 
supports this approach. Dan Ariely’s work on dishonesty demonstrates that when people 
know their actions are being meaningfully tracked, they tend to regulate themselves 
without external enforcement.  
 
Similarly, the “eyes effect” study by Bateson and colleagues showed that even symbolic 
cues of observation like posters of watching eyes, increased honesty and rule-following 
in shared environments. In learning systems, this translates to what psychologists 
describe as anticipatory alignment: when students understand that their cognitive 
evolution is being traced over time, most adapt their behavior before any intervention is 
necessary. 
CGI doesn’t rely on fear—it relies on design visibility. Most students won’t attempt to 
game a system they know can detect epistemic incoherence. And that’s exactly the point 
 

Designing for Discrepancy 
When Cognitive Integrity Becomes a Systems Problem 

You do not build integrity by asking students to behave. You build integrity by designing 
environments where deception is structurally inefficient. The most profound shift CGI 
introduces is not its scoring logic. It is its premise that cognition, when scaffolded 
properly, becomes both visible and tamper evident. But this visibility cannot stop at the 
assignment level. A student can produce a recursive thread, engineer prompts that 
appear complex, and achieve a high CGI score. The system reads engagement. But what 
it cannot yet do (and must now learn to do) is compare that engagement to the broader 
epistemic pattern. Because learning is not episodic, it is recursive across time. 

This is the heart of discrepancy design: to treat each assignment not as a closed loop, but 
as one node in a longitudinal epistemic mesh. A student’s CGI thread must not only be 
strong in isolation, but it must also align with their historical trajectory of thought. Without 
that alignment, high scores become unanchored. The model loses referential depth. The 
system can be gamed, not by bad intentions, but by untraceable bursts of borrowed 
cognition. Let us be clear: this is about coherence and not surveillance. 

A recursive learner grows unevenly, but visibly. Patterns mutate, vocabulary evolves, 
prompting becomes more reflexive, risk appetite expands. These traces do not need to 
be perfect, but they need to make sense. What discrepancy detection tests is not 
performance quality, but pattern fidelity. If a student’s historical profile is shallow and 
suddenly spikes into synthetic recursion, it is not a moral failure. It is a structural 
anomaly, and anomalies demand structure, not suspicion. 

This is where traditional AI detection collapses. It asks: "Did a machine write this?" 
CGI discrepancy detection asks: "Did this align with how the student normally thinks?" 
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That question cannot be answered by content alone. It requires systems design and 
longitudinal data, as well as epistemic baselining, vector comparison, and recursive 
trajectory analysis. And this is not for every student, but for the outliers, the anomalies, 
the spikes in cognitive velocity that appear brilliant but emerge from nowhere. 

This is how we redesign the assessment frame: 

• We stop assuming every recursive thread is authentic. 

• We stop assuming every anomaly is dishonest. 

• And we begin treating thinking not as a static event, but as an evolving epistemic 
identity. 

Discrepancy detection is a fidelity test (not a punishment protocol) aimed at protecting 
the recursive contract at the heart of CGI. The student agrees to grow visibly. The system 
agrees to reward that growth. But when growth appears without roots, it is not penalized 
but questioned structurally, neutrally and recursively. This is not about catching students 
but protecting meaning. 

The Discrepancy Detection Engine (DDE) 
From Thread to Trajectory: Auditing the Shape of Cognition 

The Discrepancy Detection Engine (DDE) is a diagnostic scaffold used to evaluate 
whether a student’s observed cognitive behavior within a single assignment coheres with 
their broader pattern of epistemic development. It does not detect deception. It detects 
discontinuity. Where traditional systems audit content for originality, the DDE audits 
recursion for alignment. A student cannot fake thinking if their cognitive history is treated 
as a vector space, not a series of isolated tasks. The DDE lives in that vector space and 
doesn’t ask if the current thread is clever, it merely asks: is this you? To do this, the DDE 
operates across three layers: 

Longitudinal Cognitive Fingerprint (LCF) 
Every recursive learner leaves behind a cognitive fingerprint in the form of a semantic and 
structural pattern that captures how they interact with AI over time. This fingerprint 
comprises: 

• Prompt structure: syntax complexity, length, interrogative density 

• Mutation depth: frequency and direction of prompt evolution 

• Semantic entropy: variability in vocabulary and conceptual density 

• Feedback engagement: whether outputs are challenged, refined, or passively 
accepted 
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• Temporal rhythm: pacing between exchanges, indicating cognitive momentum 

Individually, these signals are noise. But across five or more assignments, they form a 
recognizable pattern, an LCF. The LCF is not static; it shifts with each iteration, but like a 
dialect, it evolves within bounds, to reveal traceable records of epistemic behavior over 
time. 

To validate and refine these fingerprints, two monitored recursive assignments should be 
embedded within any CGI-based course. These are not exams in the traditional sense; 
they are cognitive anchors designed for both integrity verification and epistemic 
calibration. 

• Anchor A: Timed Familiar Topic 

Students are assigned a known topic under timed conditions. This evaluates 
recursive depth, conceptual fluency, and mutation stability when content is 
cognitively primed. 

• Anchor B: Timed Unfamiliar Topic 

Students face a novel problem under the same constraints. This captures 
adaptive recursion, epistemic flexibility, and the learner’s capacity for generative 
synthesis when schema is incomplete. 

Together, these anchors establish an epistemic baseline, a structural contrast against 
which future recursive assignments can be interpreted. They elevate CGI from 
observational metric to cognitive calibration protocol, capable of distinguishing signal 
from mimicry and growth from noise. 

 

Assignment-Specific Recursive Trajectory Vector (RTV) 
Every CGI-threaded submission generates its own recursive trajectory vector (RTV) which 
is a high-dimensional representation of the student’s engagement during the assignment 
window. The RTV maps: 

• Recursive depth 

• Topical agility 

• Prompt-response responsiveness 

• Cognitive tension cycles (challenge → mutation → synthesis) 

• Lexical uniqueness and metaphor density 
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The RTV is, in essence, a snapshot of how the student moved through the epistemic 
terrain of that task. By itself, it can look excellent, but excellence is not the metric. 
Continuity is. 
 

Pattern Fidelity Testing 
The DDE compares the RTV to the LCF using a blend of computational techniques: 

• Cosine similarity to test directional alignment of semantic movement 

• Dynamic Time Warping (DTW) to measure shape similarity in recursion over time 

• Kullback-Leibler divergence to test distributional drift in idea density or prompt 
entropy 

• Epistemic anomaly scoring to flag sudden surges in conceptual complexity or 
structural recursion not present in prior threads 

When an RTV significantly deviates from the LCF without intermediate scaffolding or 
plausible cognitive transitions, the system flags a discrepancy event. This is not a charge 
but a trigger that invites human review, further reflection, or simply additional context. A 
discrepancy event does not invalidate a submission, it only invites interrogation of its 
trajectory. 
 

Why This Matters 
Without the DDE, recursive engagement is assumed. With it, recursive authenticity 
becomes observable. A student who has grown will show traces of that growth through 
gradually rising entropy, broader conceptual reach, and more layered prompting. When 
those traces are absent and brilliance arrives fully formed, the model must pause. In a 
post-AI learning economy, the question is not who is smart. The question is who has built 
their cognition, and whether the blueprint can be traced. 
 

Reflexive Forensics 
Testing the Mind, Not the Output 

Once a student submits a recursive AI thread, the system has two options: accept it at 
face value or test it for reflexivity. While the Discrepancy Detection Engine (DDE) offers a 
structural comparison, sometimes, a sharper lens is needed. Not to catch dishonesty, 
but to verify depth. This is the role of reflexive forensics: short, high-friction prompts 
designed to surface whether the student can reproduce (or reframe) their own insights 
without relying on the original language or structure. These prompts do not test memory, 
they test ownership. 



31 
 

Recursive cognition is therefore not a performance but a tension loop. And when a 
student has truly engaged with an idea, that idea mutates in their mind. They can reword 
and analogize it. They can shift its form without breaking its meaning. Reflexivity tests for 
that capacity. 
 

Forced Divergence Prompts 
These are post-submission meta-tasks. After the recursive thread is complete and the 
CGI score has been generated, the student is asked to do one of the following: 

• Rephrase your main argument using no technical jargon. Use an analogy from 
cooking, sports, or architecture. 

• Translate the core tension in your argument into a fictional dialogue between two 
characters who disagree. 

• Express the key insight from your thread using a metaphor, without using any of 
the terms from your original conclusion. 

These tasks are cognitively demanding. But they are also difficult to cheat in real time. 
Currently, it is unlikely that a second AI can reproduce the exact cognitive evolution 
behind the original thread. What these prompts measure is conceptual plasticity, i.e., 
whether the student has internalized the recursion or merely curated it. 
 

Recursive Coherence Test 
Another forensic strategy is to isolate a single recursive node in the thread (a moment of 
conceptual pivot) and ask the student: 

• What prompted this shift in your inquiry? 

• Was there a moment where the AI output surprised you? What did you do with that 
surprise? 

• Which prompt in your thread do you now consider misguided and why? 

These questions are not evaluative. They are epistemic X-rays. The student is not being 
judged for having wrong turns. They are being tested for cognitive traceability. Could they 
reconstruct the curve of their own thought, even briefly, without returning to the original 
thread? If not, the system has reason to suspect proxy cognition. 
 

Integration with CGI Scoring 
These reflexive tests can be administered: 

• Immediately post-submission, as a required extension task 
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• Selectively, only when discrepancy flags are triggered 

• Periodically, as a randomized integrity audit across assignments 

The results are not numeric. They are interpretive. Instructors can use them to: 

• Confirm CGI authenticity 

• Adjust scores upward or downward in edge cases 

• Identify students who need recursive scaffolding rather than penalty 

Reflexive forensics does not replace CGI. It supplements it with epistemic proof-of-work 
and provide short-form evidence that the mind behind the thread is the same mind now 
speaking. In a world of intelligent output, reflexivity becomes the last honest currency. 
 

Tamper-Evident Cognitive Ledger (TECL) 
Anchoring Thought in Time 

Recursive engagement is dynamic, but it is not ethereal. It leaves traces, and if those 
traces can be altered, deleted, or replaced without detection, the integrity of any 
cognitive assessment collapses. This is the limitation of platforms that allow unlimited 
editing, detached logins, or third-party thread synthesis: they break the timeline. And 
when the timeline breaks, so does epistemic trust. The Tamper-Evident Cognitive Ledger 
(TECL) solves this, not by surveillance, but by anchoring cognition in time. 

TECL is not a surveillance system. It is a cryptographic scaffold for epistemic trust. It 
ensures that recursive work submitted by students is traceable, intact, and time-bound, 
not in terms of identity, but in terms of structure. Its core design principle is simple: if the 
journey can be altered retroactively, then the journey cannot be trusted. 

 

Core Design Logic 
TECL applies three foundational techniques: 

• Thread Hashing: At the point of CGI prompt submission, the entire recursive 
thread (prompts + responses) is hashed using a standard cryptographic algorithm 
(e.g., SHA-256). This produces a unique digital signature of the full cognitive 
journey. 

• Timestamp Binding: That hash is then time-stamped and optionally written to a 
decentralized store (Git log, Google Sheets archive, or blockchain-based registry). 
This creates a tamper-evident anchor. 
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• Cross-Verification Linkage: When a student submits their final assignment and 
CGI score, the system cross-references the hash from the ledger with the current 
thread. Any edits post-CGI submission breaks the hash match and flag the thread. 

This process does not capture identity, it captures immutability to prove that the cognitive 
path the student submitted is the one they actually took and remains unmodified, 
unspliced, and uncorrected after the final CGI was obtained. 
 

Implementation Options 
While a blockchain ledger is the most robust form of tamper-evidence, TECL is modular. 
Institutions or instructors can implement lighter versions: 

• Local Ledgering: Store thread hashes and timestamps in a spreadsheet. Match 
hash values at grading. Low cost, low tech, sufficient deterrent. 

• Decentralized Audit Chain: For institutions, commit hashes to a minimal 
blockchain (e.g., using IPFS or Ethereum testnet) to establish public verifiability 
without storing sensitive content. 

• Automated Snapshot Archiving: Tools like Wayback Machine or browser 
extensions can snapshot AI threads at the time of CGI scoring and archive them 
in a distributed, third-party timestamped environment. 

The purpose is not surveillance but to introduce tamper resistance. When students know 
their thread is time-anchored, the incentive to simulate recursion after the fact drops to 
zero. This is how TECL preserves the integrity of process without violating the dignity of 
privacy. 

 

Use Cases 
• Cross-Assignment Consistency: Institutions can track hashes across 

assignments to confirm progressive, unbroken recursion patterns. 

• Peer Review Environments: In group projects, each member’s prompting trail 
can be hashed individually, ensuring contribution traceability. 

• External Validation: Accrediting bodies or research partners can audit learning 
integrity without accessing private student data, just hash trails and timing logs. 

• Discrepancy Flag Triangulation: If the DDE flags an anomaly and reflexivity 
testing is inconclusive, TECL becomes the third pillar. If the thread was altered 
post-CGI, it will not match the hash. That’s not suspicion. That’s structure. 
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Why It Matters 
The post-AI university will not survive on policy. It will survive on infrastructure. TECL gives 
educators a third option between blind trust and punitive surveillance. It gives students 
a clear signal: your thinking matters and we are treating it as something worth protecting. 
Not with suspicion, but with structure, and when cognition becomes tamper-evident, it 
becomes credible; and when credibility is designed into the system, integrity no longer 
needs to be enforced as it is inherited by design. 
 

Epistemic Integrity Without Surveillance 
When Structure Replaces Suspicion 

Education has always struggled to balance trust and verification. In the age of AI, that 
struggle becomes existential. Either institutions double down on surveillance by 
monitoring keystrokes, tracking eye movements, deploying detection tools that mistake 
fluency for fraud, or they surrender to entropy, letting AI write the future while pretending 
to evaluate the past. CGI rejects both options. It offers a third path: epistemic integrity 
through structural design. 

This model does not surveil, it does not accuse, and it does not watch students think. 
Instead, it builds an environment where the most efficient path to a high grade is 
authentic cognitive engagement. Where the cost of gaming the system is higher than the 
reward. Where recursion isn’t required by rule, it’s rewarded by structure. The design 
principle is simple: make sincerity cheaper than subversion. 

No Policing, No Performative Ethics 
Traditional academic integrity models rely on detection and discipline, assume 
dishonesty is rampant, and then build policy around that assumption. The result is a 
culture of suspicion: AI use becomes a threat, students become suspects, and 
assessment becomes enforcement. CGI reframes the problem. It doesn’t ask, “Did the 
student cheat?” It asks, “Did the student think?” And then it makes that thinking the 
grade. 

Once recursion is structurally rewarded, dishonesty loses its strategic value. Why spend 
an hour faking recursive depth when authentic engagement, done well, takes less time, 
avoids risk, and results in a higher mark? Integrity is not enforced. It is embedded. Not 
through policing, but through design incentives. 
 

The Cost Curve of Deception 
Under the CGI model, especially with the addition of discrepancy detection, reflexivity 
tests, and tamper-evident ledgers, the cost of deception becomes disproportionate: 
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• Using a second laptop with a shadow thread? You break continuity with your 
epistemic fingerprint. 

• Borrowing someone else’s AI thread? You fail reflexive re-expression. 

• Editing the thread after scoring? The hash breaks under TECL. 

• Simulating recursion with no semantic depth? The DDE flags entropy drift. 

At each step, structure defeats performance. The performance might look convincing. 
But the system isn’t looking at the performance. It’s looking at the pattern. This is not 
surveillance but systemic friction that makes the dishonest path longer, harder, and more 
failure prone. The honest path is recursive, trackable, and rewarded. 
 

Psychological Safety for Authentic Thinkers 
Ironically, the students most harmed by traditional AI panic are not the dishonest ones. 
It’s the curious ones: the students experimenting with AI as a thought partner, asking 
weird questions, following tangents, embracing failure. Under standard detection tools, 
their recursive output looks suspicious: unusual phrasing, conceptual leaps, and 
evolving voice. CGI protects these students. 

It gives them a structure for risk, a framework where exploratory cognition isn’t just 
permitted, it’s measured. The student who pushes the boundaries of thought doesn’t 
have to fear being flagged. Their journey is transparent, their recursion is visible, their 
process is the proof. In this model, the only students who lose are those who refuse to 
think. 
 

Scaling Integrity Without Fear 
Institutions don’t need surveillance contracts. With CGI and its discrepancy extensions 
in place, a university can offer: 

• Transparent assessment criteria 

• Publicly shared rubrics and reflexivity models 

• Secure, tamper-evident submission protocols 

• AI-integrated scaffolding that respects cognition 

No software installations. No moral grandstanding. No adversarial posturing. 
Just a structure where the only path forward is epistemically sound. This is not a dream. 
It is a blueprint. This is not a call to trust students blindly. It is a design that makes that 
trust safe. 
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Human-in-the-Loop, Not Human-as-Detective 
Restoring Educator Judgment Without Forensic Labor 

The greatest casualty of AI panic in higher education has not been academic integrity. It 
has been educator dignity. Faculty have been drafted into roles they never asked for: 
digital detectives, plagiarism analysts, algorithm chasers. They are expected to verify 
what cannot be seen, prove what cannot be disproven, and decide under conditions that 
were never theirs to adjudicate. 

CGI does not eliminate educator judgment it rather re-centers it and does so through 
systemic delegation, not moral outsourcing. The goal is not to remove the human from 
the loop but to free the human from suspicion-based triage, and place them where their 
judgment belongs: in the resolution of complexity, not the investigation of noise. 
 

When to Intervene: Flag Thresholds 
With the Discrepancy Detection Engine (DDE), reflexivity protocols, and TECL in place, 
educator review is no longer triggered by a gut feeling. It is triggered by design. The system 
flags: 

• Atypical CGI scores with no prior recursion history 

• Sudden jumps in entropy, prompt structure, or thematic depth 

• Broken thread hashes or post-scoring edits 

• Failed reflexivity prompts (e.g., inability to re-express ideas) 

These are not accusations. They are anomalies. And when anomalies arise, human 
review becomes epistemically justifiable, not emotionally burdensome. 
 

The Nature of Human Review 
When flagged, instructors are not asked to determine if cheating occurred. That is a 
residue of outdated models. Instead, the instructor reviews: 

• The recursive thread for cognitive coherence 

• The reflexive prompts for conceptual ownership 

• The student’s broader engagement record (e.g., previous CGI threads) 

• Any accompanying meta-commentary (e.g., student notes on difficulty or insight) 

What they are evaluating is not guilt or innocence. They are evaluating alignment: 
Does the submitted work fit the student’s epistemic fingerprint, and if not, does the 
student provide a plausible trajectory for that change? A plausible trajectory is evidence 
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of growth. An incoherent submission with no narrative bridge is not necessarily fraud, it 
is simply structurally weak. The educator can then: 

• Request revision and reintegration 

• Engage in a one-on-one debrief 

• Offer recursive scaffolding rather than punitive action 

• Only in rare, unresolvable cases, escalate through academic channels 

This is not detection. This is dialogue. 
 

Narrative Repair Over Punishment 
The most powerful pedagogical move in this system is to treat flagged discrepancies as 
moments of narrative rupture, not violations of moral order. The question becomes: 

“Can you walk me through how this idea developed?”, “This thread is far stronger than 
your last three. What changed in your approach?” “What surprised you during this 
assignment?” 

If the student can articulate the recursion, they pass the test. If they can’t, they are invited 
to rebuild, not penalized. This is the epistemic equivalent of injury recovery in physical 
training. The student’s cognitive muscle failed under strain. We do not expel them. We 
retrain them. 

 

Educator Role Reclaimed 
In the CGI system, the educator becomes what they were meant to be: 

• A calibrator of recursive complexity 

• A reader of cognitive evolution, not just prose 

• A design partner in epistemic refinement 

• A curator of signal in a noisy intellectual economy 

You are no longer a detective chasing ghostwriters. You are a practitioner of recursive 
pedagogy, invited only when structure breaks down and coherence must be restored. 
This is human-in-the-loop as design principle, not institutional burden. 

Future-Proofing Against Model Drift 
Maintaining Epistemic Friction in a Predictive Age 
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The most profound risk to recursive assessment is not dishonesty. It is obsolescence. As 
large language models (LLMs) become increasingly anticipatory and able to simulate 
recursion, generate plausible tension, and mirror human-like epistemic arcs, the 
foundational assumptions of CGI will be tested. What happens when AI can fake friction 
better than students can feel it? 

The Cognitive Growth Index must evolve, not only to detect anomalies or enforce 
structure, but to retain meaning in an era where recursion itself is being automated. If the 
prompt becomes indistinguishable from the process, and the output mimics the 
evolution of thought, then the system risks rewarding simulated cognition rather than 
actual engagement. This is where future-proofing becomes not a technical upgrade, but 
a philosophical recalibration. 

The AI Horizon Problem 
LLMs are beginning to “anticipate the assignment.” With few-shot prompting, fine-tuned 
models, or recursive agents, students can now outsource not just content, but the entire 
recursive arc of inquiry: 

• Self-revising chains 

• Multi-agent debate simulators 

• Reflection loops that simulate insight 

• Prompt auto-mutators that inflate entropy artificially 

The danger is not that these tools exist. It is that they blur the line between epistemic work 
and performance art. When recursion becomes an output, CGI must shift focus again, 
from process signals to adaptive resilience. 

Recalibrating CGI Vectors 
To remain meaningful, CGI scoring and DDE analysis must tune their weightings over 
time. This includes: 

• Reducing weight on superficial recursion markers (e.g., prompt length, 
variation frequency) 

• Increasing emphasis on prompt originality, self-correction, and contradiction 
recognition 

• Incorporating lag-to-pivot metrics, tracking whether the student needed 
multiple failed attempts before arriving at insight (a proxy for authentic struggle) 

• Penalizing perfect symmetry threads with no epistemic detours or discomfort 
signals may be synthetically optimized 

Recursion that is too smooth is no longer proof of depth. It may be evidence of simulation. 
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Reflexivity as Future Anchor 
As generative models become more competent, the only reliable metric of cognitive 
ownership may be meta-cognitive maneuvering, the student’s ability to reflect, re-
express, reframe, and defend their reasoning under constrained or unfamiliar terms. 
That’s why reflexivity tests become central. In future CGI deployments: 

• Students may be asked to re-express insights without direct access to their thread 

• Or to restate their argument using an opposing worldview 

• Or to simulate explaining their insight to a younger audience, a policymaker, or a 
hostile critic 

These tasks cannot yet be delegated. They require lived recursion. If AI ever learns to pass 
those too, then we will face a deeper reckoning, not with academic integrity, but with the 
very premise of cognition as a measurable construct. 

Curriculum as Cognitive Scaffold 
To preserve the value of recursive engagement, institutions must not only recalibrate the 
metrics. They must scaffold the practice. That means: 

• Designing assignments where the input evolves mid-process 

• Embedding contradictory information that must be resolved recursively 

• Mandating reflection on what changed the student’s mind—not just what they 
concluded 

• Normalizing recursive friction as a design principle, not a byproduct 

If LLMs can mimic cognition, the only way to stay ahead is to design for insight that cannot 
be precomputed. Real learning must include epistemic mutation, discomfort, reversal, 
and recovery. This is the new rigor. 

Epistemic Anti-Automation 
In the long arc of AI, the future of CGI will not lie in trying to outpace model capability. 
That is futile. Instead, its future lies in preserving the irreducible elements of human 
cognition: 

• Self-doubt 

• Epistemic repair 

• Meta-awareness 

• Contextual emotion 

• Intellectual humility 
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These are not anti-AI traits. But they are still, for now, non-transferable. As long as these 
remain outside the reach of simulation, CGI has work to do, and room to grow. The goal 
is not to freeze assessment in time. The goal is to build a system that adapts without 
losing its soul. 

From Integrity to Infrastructure 
The Dynamics of Trust at Scale 

Academic integrity is not a value. It is a system design choice. And in the post-AI 
university, any system that fails to make that choice deliberately will default to ambiguity, 
distrust, and epistemic decay. The Cognitive Growth Index (CGI) began as a pedagogical 
intervention and a way to measure thinking in motion. But as its recursive logic deepened, 
its real identity emerged: not a tool, but an infrastructure. Not a rule, but a design. Not a 
policy fix, but an architectural response to the collapse of output-based assessment. 

Part One of this manual showed how to deploy that infrastructure in classrooms. 
Part Two made the case for its resilience. And now, the question is no longer whether CGI 
can work. It’s whether institutions have the courage to implement it, and the imagination 
to extend it. 

 

Structural Truth > Performative Integrity 
Universities do not need more rules about AI use. They need frameworks that make those 
rules unnecessary. CGI does not ban AI. It embeds it. It does not detect cheating. It 
makes cheating epistemically inefficient. It does not reward polish. It rewards recursive 
strain. This is a system where structural truth replaces performative integrity. If your 
thought process is shallow, no stylistic finesse will rescue your grade. If your recursion is 
authentic, imperfection becomes strength. That is the contract. And it holds, because it 
is enforced not by belief, but by design. 

From Course to Curriculum 
The modularity of CGI allows it to begin anywhere. One instructor. One assignment. One 
department. But the long game is systemic: 

• Institution-wide discrepancy analysis 

• Longitudinal epistemic fingerprints across degrees 

• Accreditation bodies using CGI metadata to assess learning quality 

• Recursive labs and AI-integrated writing studios as standard support structures 

• A shift from knowledge delivery to cognitive rehearsal ecosystems 
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This is not disruption. This is realignment: curriculum as cognitive enhancement, not 
content repository. 

The Institutional Pivot 
To implement CGI successfully, institutions must make three moves: 

1. Treat thinking as traceable. Stop pretending cognition is invisible. It isn’t. 
Recursive structure leaves signal. Let the system read it. 

2. Move integrity from compliance to design. Stop acting like honesty is a 
personality trait. Make it a byproduct of epistemic design. 

3. Invest in trustable automation. Not surveillance software. Not fraud detectors. 
Invest in epistemic scaffolding in the form of discrepancy engines, reflexive 
prompts, hash anchoring, recursive rubrics. 

These moves require leadership, not just managerial courage, but epistemic vision. 

Beyond CGI: The Cognitive University 
What CGI reveals is not just a better way to grade. It hints at a new academic architecture: 

• Where the curriculum is a recursive lattice 

• Where learning is visible across time 

• Where AI is neither villain nor savior, but partner and mirror 

• Where intellectual growth is measured not in test scores, but in epistemic 
adaptability 

In that world, CGI is not the endpoint and entails silently enforcing the one thing that 
academia has always claimed to value but never successfully measured: authentic 
thought. This is a fork in the road. It is either universities double down on analog nostalgia, 
fragile policies, and reactive moralism, or build something that doesn’t fear the future 
because it understands how to measure it. CGI doesn’t ask for faith, it offers fidelity. It 
doesn’t protect the old way of teaching but builds a new way of trusting. And that trust is 
not rhetorical. It is recursive. 

Final Note 
Recursive Assessment Was Only the Beginning 

The first version of CGI asked a simple but radical question: What if we assessed how 
students think, not just what they produce? This second part responds to a harder 
question: What happens when even thinking can be simulated? This manual does not 
offer a technological solution to a moral problem. It offers a structural response to a 
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cognitive challenge. It assumes that students will use AI, that some will try to game the 
system, and that any framework built on static content is already obsolete. 

But it also assumes that most students want to grow. That most educators want to teach, 
not investigate. That most institutions want learning to mean something again. And it is 
that belief, not in people, but in well-designed systems, that powers everything you’ve 
read here. 

Recursive assessment was only the beginning. The real work is recursive infrastructure: 

• Systems that don’t ask for trust but make it visible. 

• Metrics that don’t punish mistakes but reward evolution. 

• Institutions that stop grading performance and start scaffolding minds. 

What CGI builds is not a grading scheme. It is a cognitive trust protocol born in 
classrooms, deployable at scale, and ready for what’s coming next. Not just artificial 
intelligence. But real education. 

 

License 
This work is licensed under a Creative Commons Attribution-NonCommercial 4.0 
International License. 

You are free to: 

• Share — copy and redistribute the material in any medium or format 

• Adapt — remix, transform, and build upon the material 

Under the following terms: 

• Attribution — You must give appropriate credit, provide a link to the license, and 
indicate if changes were made. 

• NonCommercial — You may not use the material for commercial purposes.
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